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1. In [1] there was considered a quasi-linear system of the form

n

D @yt z) =0F (@1, .z, T, ., B, W) i=1,..,m (1.4

k=1
under the assumption that the right-hand sides of the equations were
analytic, and that the parameter p was small, The generated system was &
linear conservative system with constant coefficients, whose kinetic and
potential energies could be expressed by means of positive definite
quadratic forms. PFurthermore, it was assumed that the roots of the fre-
quency equation

A (oY) =]|cy— o, | =0 (1.2}
were all distinect.

In that work it was asserted that if the generated system contains 1!
frequencies which are comensurate with each other, for example, w,, ...,
0, and which correspond to a periodic solution with some period T,
then the corresponding periodic solution of the original nonlinear
system, which reduces to the generated system when p = 0, will have a
form analogous to the form of the solution of the generated system. Let
us denote by pk(') the relations of the algebraic cofactors of the cor-
responding elements of the determinant (1.2):

A (02
pk( V= —:‘2'&‘)':;{; , n'l = (i=1,..., n) (1.3

The periodic solution of the generated system with period 15 has the
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form .

Br
o (1) = Z-pk(')(Ar cos o),.t-}-a)-r—sinmrt) k=1,...,m (1.4)

r=1

(one of the coefficients Br can be assumed to be zero because the system
is autonomous). It was, therefore, asserted that the solution of the
system (1.1) also had the form

{® (k=1,...,m)

But this assertion is true only when ! = n, i.e. when all frequencies
of the generated system are comensurate with each other.

2. We shall consider the case when ! frequencies W), 0y, ..., O of
the generated system are comensurate with each other but when ! < n. In
this case, as was shown above, there exists a periodic solution of the
generated system with some period 1b corresponding to the mentioned fre-
quencies. The solution of the generated system has the form (1.4). Since
the system is autonomous, we may assume that B1 = 0.

By the method of a small parameter, we will try to find a periodic
solution of the original nonlinear system with period 1b + «, which re-
duces to the above mentioned solution of the generated system when n = 0.
For the original system (1.1) we will take the following initial condi-
tions*

{ n
:"‘k (0) = E p;{) (Ar+ Br) + 2 p‘kr) wr—l (Blv se ey Bl’ Tay « ¢ vy ‘r[v P)

=] r=Il41

. n k=1....m 2.1)
0= NN B 41+ 2 P B BoTa T B

=0 r=l+1

Because of the autonomicity of the system it is assumed that y, = 0.
The functions ¢, _ , and y__ ; are analytical from their arguments [2],
and

‘pr—l(Bl’ ce e ’Bl’ Yo, . . . ’Tl’ 0)=0, ’pr—l(Bl" . ’BI’T” . .,TI,O)=O

Thus the solution of the system (1.1) can be written in the following
form

* Strictly speaking, the parameters ¢ and y are functions of A + P,
B + y and p. Tu.M. Kopnin was the first to call attention to this fact.
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B, +1,
2 (8, 8,7, B) = (1 +Br) cos oy +2 Y [(A,+ B,)cos®,t + L sinw, :] +
r=2
n
+ 2\ Py [‘Pr_.x B 0030)‘+1pr =i T'msmwrt]-}-
r=l+1 ©r
o0
- 2 [ km(‘)+2 B4 B+Z 8B Wt - ]p.'" k=1,....m (2.2)
m=1 r=2

Computing the coefficients Ch( t), as this was done in [1]. and keep~
ing hereby all the terms in the expansion of Ck_(t). we obtain

n t
Crm “B— ‘_5 L H (co*——m 3)} SR}Q,(t') sinw, (¢ —t")dt’ (2.3
eSS sy b
where
< 1 (am-ip
RO®O= 8p@NH 0, Hy )= ( - i) 2.4
km El i\ im im {m =1) dp.m_l el (2.4)
Let us introduce the notation
n ‘t
e (1) = [A,, o J] (02— w,')] S RE) () sinw, (¢ — ') dt’ 2.5)
Shr 0
Then, taking into account the relation (1.3), we obtain
n
Crm @) = D) B CR (1) (2.6)
r=1
The solution of the system (1.1) can thus be expressed in the form
™
W=D  @k=1....n @7
r=1
The quantities z(”(t) are determined by the formulas
) B+t
27 (1) = (4, + B,) cos ¢ + sino,t 4 2.9)
t a cw) (r)
ac
+ 2 [ . ]1&"‘
8=1

By =0, T1=0 F=1,....0
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=" (&) = @,_; (B.y.1)cos @, ¢ -I-l-'i_—lf—,yl-@sinwrt-{—- (r=1l4+1....,m (2.9)
T
S [oo act acyy m
+2[ (t)+2 B+2 r,+..-]u
m=1 8=1 =2

The result obtained can be formulated in the following way.

If the generated solution of the quasi-linear system (1.1) contains !
distinct comensurate frequencies which determine a periodic solution with
some period T,, then the corresponding periodic solution of the original
quasi-linear system with period 1b + a (ax disappears when u = 0), which
reduces to the generated one when P = 0, will have the form (2.7) for
arbitrary values of ! from 1 to n,

Note. There occurred an error in [1]. It was caused by the dropping,
in the expansion (2.3), of all the terms with indices from r = I + 1 to
r = n as terms which might not involve the frequencies w;, w,, ..., @,
which was a mistake.

Let us consider the integral
4

J, = g RD (l)sm(n (t—t)ar (r=1I041
0

Suppose that the funCtion Rk_(r) is a periodic function, with period
1b, whose expansion into a Fourier series is

(o0
R% ()= z (K, cos noot -+ L, sin noot)
n=0

After some computations we obtain

K cos nwyt -+ L, sin 2 oot

Jp=—uo, Z ntwg? — o 2
n=0
pd X pid nL
n
+ o, 2 o — 02 COS @, t - Wy 2 W“—n—m_f sin ort
n=0 r n=1 r
The functions Ck.(')(t), with r = 1L +1, ..., n, contain in summands

a periodic function of period T,, and the first harmonics with the cor-
responding frequencies ..

3. Let us consider in greater detail the case of two degrees of free-
dom when the generated system contains two noncomensurate frequencies.
In [3] this case, presented in Section 5, was based on the erroneous
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results of [1], and, hence, was presented incorrectly.*

We now have the following equations of motion for the system

an 1‘1 + axg x:’. + e 21 -+ ¢1g 22 = WF (21, %3, $1. 1‘2, )]

3.4
31 %y + g By - eqr 7y + cag %3 = WF3 (21, @3, T3, T2, ) (3-H)

Let us look for the periodic solutions of this system with period @;.
The generated solution in this case becomes

Z10 (t) = Ay cos wyt, T (2) = p1 Agcos oy & (3.2)
Here
3 on—olay en—wlay
=Py == 3 =— 3 (r=1,2 (3.3)
C12 — (!)r a2 Cqg — ®,% azg 4 .

The initial conditions for the system (3.3) will take on the form
21 (0) = 4o+ B 4 @ (B, B), 2 (0) =P (8, w)

. 3.4
2O =P (A+B)+POB B, 50 =prb (. p) G4
The solution of the system (3.1) can be expressed in the form
2y (1) =20 (5) + =@ (1), 23 (1) = piz® (&) + pr? (1) (3.5)
The expansion of the functions z(l)(t) and x(z)(t) in powers of the
parameters P and p will be
1) 'm 19 C,}, _mpg,
= (1) = (4o + B) c0s @it + 2 {c O + 558+ 55 a8
m=1 o

310(2)
£ () = goon ot + o sinout + Z[G“"(t)+—-s+; Sy T
m=1

The functions Cl(l)(t) and C.(z)(t) are determined by the equations

* In [3] it is necessary to introduce another correction. On page 1671,

line 7 from the bottom, the formula RO T R0, must be replaced by

ml.z_n_= ,2_u_=T°,
(01 g
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cR ) = R (') sin ay (¢ — 1) de’

t
Sl
; 3.7
)

Ay (&h'-'" o) 0y

C@) (1) == (@) (1) si — Y dr’
o (t) = A—_——-To(ml o R (¢)sinwg (t— ) dt
Here
Rg‘) (#) = (cag — 2 as3) H, . () — (c1a — o 2ap)H,,, (1) (r=1,2) 3-8)

The conditions of periodicity for the functions z(l’(t) and xtz)(t)
and of their first derivatives are

W (T + o) = Ao+ B, D (Py 4 2) =0
2@ (T1+a) =@ (8, b), 2B (Tr+a) =9 B, p)
From these conditions one can find four unknowns «, P, ¢ and y. The
problem on the construction of the periodic solutions of the system (3.1)
with period T;, hereby hreaks up into two separate problems on the con-

struction of the periodic functions ey (t) and z (t) with the same
period Tl' These problems can be solved in succession.

(3.9)

The first problem is entirely analogous to the problem of the con-
struction of periodic solutions of a quasi-linear autonomous system with
one degree of freedom. In the solution of this problem one determines the
quantities « and PB. Hereby, the amplitude of the generated solution 4, is
found by means of the equation

CTHy =0

Depending on the multiplicity of the roots of this equation, the
quantity B can be represented by means of a series in fractional or in-
teger powers of the parameter y. The analysis of the possible cases given
in [4] ¢an be carried over totally to the consideration of this system.

Let us now proceed to the consideration of the second problem, the
construction of the function x(z)(t). For this purpose it is necessary
to determine the quantities @(B, u) and (P, u). Let us express these
quantities in the form of the series

o aP, 4 OP i
PR W= 2 (Pm+'§go“3-§—"§“@%‘-{3’+a . ) B
m=1 (3.10)
o 0Qpm 1 90,
P = 3 (Qnt Bt g gy ) 8"
m=1

Expanding the left-hand sides of the conditions for the periodicity
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of the function x(z)“) and its first derivative, into power series of u
and B, and equating the coefficients of like powers of p in each of the

mentioned conditions, we obtain an infinite system of equations for the
determination of the coefficients P, and Q:

Pm (1 —cos g T — -—Qw'—: sinwg Ty = Wm (Tl)

. (3.11)
P osin@y T1+ Qp, (1 — cosw;Ty) =W, (T)
Let us introduce the notation
Qn ..
Csﬁ)‘ @)= Cg) (&) 4 P,, cos oat + _ﬁ sin ogt (3.12)

Then the values of the first three quantities I.(Tl) can be expressed
in the form

W]_ (Tl) = C?) (Tl)
Wi (Th) = C2 (Ty) + NiC®* (Ty)
Wa(T) = CP (Ty) + NE@P* (T) + NCP* (T + 5 MEP* (1) (3.43)

The quantities Nl' N2, . are the coefficients of the expansion of «
into a double series in powers of P and w:

* aN { BN
a= 3 (Mt G Bt T B+ @.14)
m==1

Furthermore, it should be noted that

W (T1) = (ti_VK’Tc?t_(tl )t=T1

Solving the Equations (3.11), we obtain

_i i sin w, Ty .
Prn=7Wn T+ 35, T—cos agT; Wm (T1) (3.15)
1 . [0 sin wg T'
Q=5 W,y (1) =~ 2L

2 1 —coswT, Wm (Ty)

It follows from these formulas that the quantities IJ'1 and Ql' P2 and
Qz' and so on, can be determined successively. It is not difficult to

verify that the functions C.(z)'(t) are periodic functions of t with
period T,.

Next, we introduce the functions

Cim' &) =CE (1) + CB* (1), Com” O =pCR W)+ P CE* (1)  (3.16)
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The quantities Him(t)' determined by the Formula (2.4) will have the
following explicit forms

H () = F {z10, 720, 10, T2, 0)

2

2 .
Hi2<z>~2(ii) O’ 5(%) b+ (G

2 2 2
1 *F,; 1 FF N L,
Hyg (1) =5 (—-7)ck*cw4~~ ( ) Cp*C "
2 ],.;—1 6.’13’; a:t? o 1 L 2 k; axk 3:8 . 1 i
2 0°F, . { /O°F, o*F
. * 2 i 1
+ 2 (&vk B:c ) Cnlin +3 (ap.”) (('h‘kap ) Cpy* +

k. =1
2('62F

2 /aF, L)
¢ %+§}L~l)c u+§}ﬂ~l)é * (3.47)
ki
axk o )0 1 = az‘h o R1 = axk . ki

+ 2
k=1

The subscript 0 of the derivatives of the function Fi denotes that
one should substitute x;,, %94, %4, %94, 0 for the variables z;, z,, il.
%y, 1 in these derivatives.

If in the generated system one of the variables can be separated, for
example xqs when a5, T €15 F 0, then one of the coefficients P, in our
case p,, becomes infinite. Since the function

x@ (t) = le‘(z) )

and also the quantities

DB, 1) =P B, ) W@, ) =pp B 1)

retain their finite values in this case, the solution (3.1) can be ex-
pressed in the form

z (1) == (1), z (1) = pr2™ (1) + X® ()
The initial conditions now will be
21 (0) = Ao+ B, 2 (0) =0
22(0) =1 (A +B)+ OB, W),  2(0)=¥(B,p

The scheme for the computations remains the same except that in place
of x( (t), (B, w), and y(B, ) it is necessary to compute the quantities
(t), ®(P, 1), and ¥(B, ). If the generated system is reduced to the
normal coordinates, then

p=0, pyr==o0

In the case when one of the variables is separated in the nonlinear
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system, it is simpler to solve the problem directly by determining the
separated variable.

In conclusion we will derive formulas for xl(t) and x2(t) which will
represent the solution of the system (3.1). Suppose that P can be deter-
mined by means of a power series

B= D) 40" (3.18)

Then the correction a of the period is determined by the series
0

a="Ty D) hyp™ (3.19)
m==1
For the construction of a periodic solution of the system (3.1) with

8 period that is independent of p, we make the customary change of the
independent variable

We will look for a solution that is a function of T. This solution

has the period Tl' The functions xl(T) and x5 (T) will be represented by
series in integer powers of the parameter p

Ty (1) = Ty (%) -+ Py (8) + B2y () . . k=12 (3.21)
whereby
Ty (1) =20 (1) + 32 (1), %y (1) = izl () + Pz (v) (3.22)

The generated solution is given by the Formula (3.2). Hence,

2V (t) = 4y cos wnT, 2 (r) =0 (3.23)

The next two coefficients for both functions will be

2V (¥) = 4 cos 017 4 C{ (¥) — k174 @1 5in 1T 2 (1) = C{* (1)
ao(l) aC(l)
z(21) (T) Az cos 01 v + C(l) (T) + Al + hiv '—‘_‘ ~— (h1A1 + tho) T, sin 0;T—
1 acr* ac*
—ght P Aol cosorw, 2 (x) =CP* () + 4 . A + byt 611 (3.2%)

In cases when the quantity 3 is expanded in fractional powers of the
parameter u, the solution x,(T) will also be expanded in terms of the
same fractional powers of the parameter u. The corresponding formulas
for the coefficients of the expansion x,(T) can be easily evaluated in a
manner analogous to the one used in [4].
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4. The presented method of the construction of periodic solutions of
autonomous systems with two degrees of freedom can easily be generalized
to systems with n degrees of freedom. For example, if the generated
system has n distinct frequencies of which [ are comensurate with each
other, then the problem can be reduced to the problem with [ degrees of
freedom; after that one can determine the functions x( )(t), .
z(")(t) successively. In particular, if there exists a frequency, for
example ®;, which is not comensurate with any of the other frequencies,
then the construction of the periodic solutions of such a system with
period 1'1 breaks up into n separate problems for the successive determi-
nations of periodic functions 'Y (e), ..., 2™ (e).

The construction of the first one of them, x(l)(t), is entirely
analogous to the determination of a periodic solution for a system with
one degree of freedom. The construction of the remaining functions, how-
ever, is done by the same method, and does not differ from the construc-
tion of the function x(z)(t) in the considered case of two degrees of
freedom.
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